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Time Series Forecasting
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Components of time series

Time series is a set of observations, each one being recorded at a specific time (e.g., 

weekly dengue cases in India).

• Trend • Seasonal • Cyclical • Irregular Fluctuations

Stationary time series is roughly horizontal, constant variance and no patterns 

predictable in the long-term. 

Forecasting is the method of estimating how the sequence of observations will 

continue into the future.
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AutoRegressive Integrated Moving Average (ARIMA)

• The ARIMA model, introduced by Box and Jenkins (1976), is a linear regression model indulged in 
tracking linear tendencies in stationary time series data.

• AR: autoregressive (lagged observations as inputs) I: integrated (differencing to make series stationary)
MA: moving average (lagged errors as inputs).

• The model is expressed as ARIMA 𝑝, 𝑑, 𝑞 where 𝑝, 𝑑, and 𝑞 are integer parameter values that decide the 
structure of the model.

• The mathematical expression of the ARIMA model is as follows:

𝑦𝑡 = 𝜃0 + 𝜙1𝑦𝑡−1 + 𝜙2𝑦𝑡−2 + ⋯+ 𝜙𝑝𝑦𝑡−𝑝 + 𝜀𝑡 − 𝜃1𝜀𝑡−1 − 𝜃2𝜀𝑡−2 − ⋯− 𝜃𝑞𝜀𝑡−𝑞 ,

where 𝑦𝑡 is the actual value, 𝜀𝑡 is the random error at time 𝑡, 𝜙𝑡 and 𝜃𝑡 are the coefficients of the model.

• It is assumed that 𝜀𝑡 has zero mean with constant variance, and satisfies the i.i.d condition.

• Three basic Steps: Model identification, Parameter Estimation, and Diagnostic Checking.
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AutoRegressive Neural Network (ARNN)

• ARNN framework is a modification of the artificial neural network (ANN) for time series data sets.

• ARNN model is a feed-forward neural network time series model which uses lagged values of the time 
series as inputs to the neural network.

• The, architecture models 𝑝 lagged inputs to predict the future trajectories of the series using a single-hidden 
layer with 𝑘 hidden nodes.

• The mathematical expression of the ARNN model is as follows:

 𝑦𝑡 = 𝜙0 𝑤𝑐0 +  

ℎ

𝑤ℎ0
𝜙ℎ 𝑤𝑐ℎ +  

𝑖

𝑤𝑖ℎ𝑦𝑡−𝑗𝑖

where𝑤𝑐ℎ denotes the connecting weights and 𝜙𝑖 is the activation function.

• An ARNN(𝑝, 𝑘) model uses 𝑝 as the optimal number of lags (calculated based on the (AIC) for an 

AR(𝑝) model and 𝑘 is set to 𝑘 =
𝑝+1

2
for non-seasonal data sets.
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Hybrid Forecasting Techniques

5

Hybridization is generally performed due to the lack of the comprehensive individual forecasters in 
capturing various patterns in the data, concurrently.

Need for hybrid forecasters:

• Improving forecasting accuracy due to comprehensive pattern detection and modeling.

• Reducing the risk of using inappropriate model due to the combination of forecasts.

• Simplifying the procedure of model selection due to the use of different components.

Hybrid Methods

Parallel-Series

Series

Parallel

Linear combination function

Nonlinear combination function

Nonlinear - Linear

Linear - Nonlinear

Architecture – 1 [𝑓𝑐𝑜𝑚𝑏,𝑡= 𝑓2(  𝑒𝑡 , 𝑦𝑡)]

Architecture – 2 [𝑓𝑐𝑜𝑚𝑏,𝑡= 𝑓2( 𝐿𝑡 , 𝑦𝑡)]

Architecture – 3 [𝑓𝑐𝑜𝑚𝑏,𝑡= 𝑓2(  𝑒𝑡 ,  𝐿𝑡 , 𝑦𝑡)]
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Motivation 

6

• Individual forecasting models from different paradigms suffer in modeling the complexities of real-

world time series.

• Hybrid forecasting models are based on several data-level assumptions, such as,

o linear and nonlinear patterns of a series can be modeled separately or that the residuals 

comprise only the nonlinear trends,

o there exists an additive or multiplicative relationship between the linear and nonlinear 

segments of the datasets,

the violation of which might substantially degrade the forecast accuracy of hybrid models.

• The proposed Probabilistic AutoRegressive Neural Networks (PARNN) approach aims to 

overcome these limitations of hybrid time series forecasting models while improving their 

predictive accuracies.
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• PARNN is a modification of the artificial neural network 
(ANN) and the recurrent neural network (RNN) models for 
modeling complex non-linear time series.

• This assumption-free hybrid framework blends the classical 
ARIMA model with the scalable neural network 
architecture.

• PARNN 𝑚, 𝑘, 𝑙 model considers the future values of the 
time series to be a nonlinear function of 𝑚-lagged values of 
the target time series (𝑦𝑡) and 𝑙-lagged values of ARIMA 
residuals (𝑒𝑡) (feedback errors).

𝑦𝑡 = 𝑓 𝑦𝑡−1 , 𝑦𝑡−2, … , 𝑦𝑡−𝑚, 𝑒𝑡−1 , 𝑒𝑡−2, … , 𝑒𝑡−𝑙 ,

where nonlinear function 𝑓 is a single hidden-layered 
autoregressive neural network having 𝑚 + 𝑙 input neurons 

and 𝑘 =
𝑚+𝑙+1

2
hidden neurons. 
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PARNN Framework

Fig: Architecture of the PARNN model



ICONIP 2023 (IIIT Bangalore) PARNN

• The learning of the proposed PARNN model comprise of two stages:

o Stage 1: The original time series 𝑦𝑡 is standardized and the ARIMA residuals 𝑒𝑡 are generated 

by using the best-fitted ARIMA model with minimum Akaike Information Criterion (AIC).

o Stage 2: Lagged values of standardized series and the ARIMA residuals are fitted with a single-

hidden layered feed-forward neural network to model the nonlinear and linear relationships in 

the dataset. 

• The fitted PARNN model generates one-step ahead forecast  𝑦𝑡 using the lagged inputs as

 𝑦𝑡 = 𝛼0 +  

𝑗=1

𝑘

𝛼𝑗 𝐺 𝛼0,𝑗 +  

𝑖=1

𝑚

𝛼𝑖,𝑗𝑦𝑡−𝑖 +  

𝑖=𝑚+1

𝑚+𝑙

𝛼𝑖,𝑗𝑒𝑡+𝑚−𝑖 + 𝜖𝑡,

where 𝛼 denotes the connection weights and 𝐺 is a bounded nonlinear sigmoidal activation function of 

the neural network. Multi-step ahead forecasts are iteratively generated in the PARNN model.
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PARNN Model Workflow
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• The PARNN framework quantifies the uncertainty of the generated forecast using two approaches:

o Conformal prediction

o Simulating future paths with bootstrapped residuals.

• Conformal prediction transforms point estimates into prediction regions, ensuring convergence in a 

distribution-free and model-agnostic manner by analyzing residual distributions.

• In the bootstrapped residuals approach, we simulate future model paths by drawing 1000 random 

samples from the Gaussian error distribution of 𝜖𝑡.

• These simulations help us calculate 80% prediction intervals based on percentiles for the model's 
future values.
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PARNN Prediction Intervals 
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Application of PARNN

• For the experimental evaluation of the proposal we consider twelve real-world applied time series 
of varied domains and frequency.

• The global characteristics of these time series are summarized below:

Table: Global characteristics of time series. 
(LTD – long term dependency,     indicates presence of the feature, and     indicates absence of the feature) 
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Forecast Evaluations

• Performance metrics such as mean absolute scaled error (MASE), root mean square error (RMSE), 
and symmetric Mean Absolute Percent Error (sMAPE) are used to evaluate the performances of 
different forecasting models for the time series data sets:

𝑀𝐴𝑆𝐸 =
 𝑖=𝑀+1

𝑀+𝑛 𝑦𝑖 −  𝑦𝑖
𝑛

𝑀 − 𝑆
 𝑖=𝑆+1

𝑀 𝑦𝑖 − 𝑦𝑖−𝑠

; 𝑅𝑀𝑆𝐸 =
1

𝑛
 

𝑖=1

𝑛

𝑦𝑖 −  𝑦𝑖
2 ;

𝑠𝑀𝐴𝑃𝐸 =
1

𝑛
 

𝑖=1

𝑛
𝑦𝑖 −  𝑦𝑖

 𝑦𝑖 +  𝑦𝑖 2
∗ 100% ,

where 𝑦𝑖 is the actual output,  𝑦𝑖 is the predicted output, and 𝑛 denotes the forecast horizon, 𝑀
denotes the training data size, and 𝑆 is the seasonality of the dataset.

• By definition, the lower the value of these performance metrics, the better is the performance of the 
concerned forecasting model.

11



ICONIP 2023 (IIIT Bangalore) PARNN

Long-term Experimental Evaluation

Table: Long-term forecast performance of different models for selected dataset. Mean values and (standard deviations) of 10 repetitions are 
reported with best performing models marked bold.
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Medium-term Experimental Evaluation

Table: Medium-term forecast performance of different models for selected dataset. Mean values and (standard deviations) of 10 repetitions are 
reported with best performing models marked bold.
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Short-term Experimental Evaluation

Table: Short-term forecast performance of different models for selected dataset. Mean values and (standard deviations) of 10 repetitions are 
reported with best performing models marked bold.
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Forecast Curves

Fig: The plot shows input series (red line), ground truth (red points), 80% prediction interval (yellow shaded region), 80% conformal prediction 
(green shaded  region), predictions (blue), and point forecasts (blue) generated by the PARNN model for the selected datasets.
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Statistical Significance of Results
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Fig: Schematic visualization of the multiple comparisons with the best (MCB) test. The plot provides the result for the MASE metric. For example, in the

figure, PARNN – 2.32 specifies the rank of the PARNN model. The blue lines indicate the critical distance of the model, the middle point of this interval,

which is denoted by black (significant) or red (not significant), represents the mean rank, and the shaded region marks the reference value.
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Overall Performance Analysis
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The overall experimental evaluation of the proposed model and the benchmark forecasters reveal some interesting

observations.

• The traditional forecasting models like random walk and ARIMA fails to handle the complexities of real-world

time series. Although the TBATS and ETS models demonstrate high accuracy for short-term forecasting task in

linear time series, but their performance diminishes for medium-term and long-term projection.

• In case of the data-driven machine learning and deep learning approaches the nonlinear relationship is modeled

more precisely, however, their overall performance is unsatisfactory for long-term forecasts. Data set size creates a

barrier to the performance of the deep learners.

• The proposed PARNN approach can optimally model the complex non-stationary, non-linear, and non-Gaussian

structure of the data generating process, thus resulting in improved forecasts. Unlike the deep learning and hybrid

approaches, the stable architecture of our proposal limits the number of training parameters, hence restricting the

model over-fitting and computational complexity.

• Moreover, the augmentation of the original time series with the ARIMA residuals in the PARNN framework 

allows it overcome the limitations of hybrid approaches and allows it to generate significantly accurate long-term 

forecasts.
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Concluding Remarks

• We have proposed a new forecasting model that is suitable for non-stationary, non-linear, and non-Gaussian 

forecasting problems with limited historical data.

• The PARNN framework adds a new horizon to hybrid forecasting paradigm due to its assumption-free 

approach.

• Simple and easily interpretable model, fast in implementation due to pre-defined architecture (multivariate 

set-up is yet to be explored).

• Experimental results suggest a significant improvement in long-range forecast accuracy owing to the 

ARIMA residuals.

• The prediction intervals generated in this framework provides a suitable way for 

uncertainty quantification in real-world forecasting problems.

• Data and code: https://github.com/mad-stat/PARNN.
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Paper Download

https://github.com/mad-stat/PARNN
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