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Prof. Prasanta Chandra Mahalanobis (29 Jun 1893 - 28 Jun 1972)

Scientist & applied statistician Prasanta Chandra Devised Mahalanobis
Mahalanobis was born on this day, in 1893 Distance — a very

His birthday is
celebrated as
National
Statistics Day

useful statistical

FATH E R O F gﬁ;‘;;?sg; between
I N D IAN two data sets

STATISTICS

Established the Indian Statistical Institute in Kolkata
and.Central Statistical Organization to coordinate
statistical activities in the country

In 1949, was Was instrumentalin
appointed as formulating India’s strategy
honorary statistical for industrialisation in the
advisor to the Second Five-Year Plan

Government of India (1956-61)

Notable awards include Padma Vibhushan
(1968), Officer of the Order of the British
Empire (1942), Fellow of the Royal Society




Historical Facts

“Prasanta Chandra Mahalanobis (Professor) _ o
was a physicist by training, a statistician by asanta Chandra
instinct and an economist by conviction.” ‘
- Professor C R Rao.

Mahalanobis met Nelson Annandale (Director
of GSI) at the 1920 Indian Science Congress.
Annandale asked Mahalanobis to analyze
anthropometric measurements of Anglo-Indians
in Calcutta. Mahalanobis distance (1922) is a
device that compares two different populations.

o His main contributions to statistical theory and
applications are multivariate methods in
taxonomy (Mahalanobis distance), optimum
design of large scale sample surveys, and use of
econometric models in planning.




Recent Trends & Buzzwords

o Big data is an all-encompassing term for any collection of data sets
so large and complex that it becomes difficult to process using
traditional data processing applications.

o Artificial Intelligence research is defined as the study of intelligent
agents: any device that perceives its environment and takes actions
that maximize its chance of success at some goal.

e Machine learning is the sub-field of computer science that gives
computers the ability to learn without being explicitly programmed.

o Data science is the study of the generalizable extraction of knowledge
from data, yet the key word is science.

o Statistics is the study of the collection, analysis, interpretation,
presentation and organization of data.



Reality & Truth

All knowledge is, in final analysis, history.
All sciences are, in the abstract, mathematics.
All judgements are, in their rationale, statistics.

- Professor C R Rao, Professor Emeritus at
Pennsylvania State University, Jan 1987.

When you're fundraising, it's Al.

When you're hiring, it's ML.

When you're implementing, it's Linear Regression.
When you're debugging, it's printf().

- Baron Schwartz, Founder and CEO of
VividCortex, Nov 2017.

STATISTICS
AND TRUTH

Putting Chance to Work

Pl second edigh + 4

World Scientific



Statistics: View Points

“Statistics is the universal tool of inductive
inference, research in natural and social
sciences, and technological applications.

Statistics must have a clearly defined purpose,
one aspect of which is scientific advance and
the other, human welfare and national develop
ment”

- Professor P C Mahalanobis.

A History of

From 1750 to 1930

e Role of Statistics:
© Making inference from samples

@ Development of new methods for complex
data sets

© Quantification of uncertainty and variability
e Two Views of Statistics:

@ Statistics as a Mathematical Science
@ Statistics as a Data Science



History of Statistics : Pre 1900

o Probability and its application to Gambling &
Astronomy

. THE HISTORY
- Jacob Bernoulli (Prob. distribution, Law of OF STATISTICS

large numbers, etc.)

- Pierre-Simon Laplace (Double exponential,
Transformation, etc.)

- Thomas Bayes (Bayes' theorem, etc.)

- Gauss and Legendre (Least Square Method)
- Francis Galton (Correlation & Regression)

- Karl Pearson (x? test, distribution, etc.)

- and many others.




History of Statistics : 1900 - 1980

o Development of Statistics and its application
to Agriculture, Economics, Geology, Medical,
Technology, Clinical Trials, etc.

. o i THE LADY
- Ronald Fisher (Discriminant analysis,

Likelihood, ANOVA & DOE, etc.) TAsTING TEA
- Jerzy Neyman, Egon Sharpe Pearson & Wald Revorvmion id AN
(Decision theory, Optimality, etc.) |

- Lehmann, Hotelling, Anderson & Tukey ;
(Multivariate & Inferential Statistics, etc.) ) )

- Box, Cox, Jenkin and Blackwell (Time Series) ﬁ!;

- Shewhart, Deming, Taguchi & Juran (SQC) DRAVID SALSBURG

- Efron, Breiman, Friedman, Cramer (Modern
Statistical Tools)

- and many others.




History of Statistics : Contributions from India

o In a speech at ISI, Professor R A Fisher once
pointed out that more than half the qualified
statisticians working in the world were Indians,
for quite some time. Most of them were
Professor Rao's students.

- (Professor) PC Mahalanobis (Mahalanobis
Distance, Founder of ISI.)

- C. R. Rao (Linear Models, Multivariate
Analysis, Orthogonal arrays, etc.)

- J K Ghosh (Bayesian & High-dimensional
Statistics, etc.)

- Samarendra Nath Roy (Multivariate
Statistics)

- Raj Chandra Bose (Combinatorial Design)
- Debabrata Basu (Statistical Inference)
- and many others.




History of Statistics : Upto 1980

o Parametric Models : One Sample, two sample,
linear models, survival data, Estimation,
Testing of Hypothesis.

o Probability distributions were believed to
generate data (e.g., Gaussian, Logistic,
Poisson, Exponential, etc.).

) ) ) Statistics
° Semlpgrametrlc &'Nonparametrlc'Models : in the
Dropping assumptions on population, 21st Century
dependence and errors.
o Emphases on Optimality in various ways : A . Raftery
Bayes optimality, Decision theory, minimax and Martin 1 Wote”

unbiasedness.

o Exact distributional (t, F) approaches and
asymptotic methods (samples size — co
viewed as approximation).



Few Famous Quotations : Beyond Normality

“Normality is a myth; there never was, and there never will be a
normal distribution”

- Roy C. Geary (1947; Biometrika, vol. 34, 248).

“Everybody believes in the exponential law of errors (i.e. the normal
distribution), the experimenters, because they think it can be proved
by mathematicians; and the mathematicians, because they believe
that it has been established by observations”

- E.T. Whittaker and G. Robinson (1967).

“... the statisticians knows ... that in nature there never was a
normal distribution, there never was a straight line, yet with normal
and linear assumptions, known to be false he can often derive results
which match to a useful approximation, those found in real world”

- George W. Box (1976, Jour. Amer. Stat. Asso., vol. 71, 791-799).



Statistics : 1980 - Present

o Data : Large bodies of data with complex data structures are
generated from computers, sensors, manufacturing industries, etc.

o Models : Non/Semiparametric models but in complex probability
spaces / high-dimensional functional spaces (e.g., deep neural net,
reinforcement learning, decision trees, etc.).

o Emphases : Making predictions, causation, algorithmic convergence.

o Data are necessary and at the core of Statistical Learning, Data
Science & Machine Learning.



Statistics : Present (2021)

o Probability : Has moved to the center of Mathematics and having
strong interactions with Statistical Physics and Theoretical Computer
Science.

o Statistics : Not only has strong interactions with Probability but also
other parts of Data Science (Machine Learning, Artificial Intelligence,
etc.).

o Computational : Computing skills are essential, construction of fast
training algorithms and computation time.

o Applications : Strong interactions with substantive fields in all areas.
Applications of statistical methods in almost all the fields are evident.
Statistics became a key technology driven by data (“Data is the
new oil”).



Role of data: Present
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The World is Data Rich
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What is Machine Learni

Machine learning is the field of study that gives computers the ability to learn without
being explicitly programmed.

cognitive
science

psychology




What is the Difference?

o Traditional Problems in Applied Statistics:

- Well formulated question that we would like to answer.
- Expensive to gathering data and/or expensive to do computation.
- Create specially designed experiments to collect high quality data.

o Current Situation : Information Revolution

- Improvements in computers and data storage devices.
- Powerful data capturing devices.
- Lots of data with potentially valuable information available.



What is the Difference?

e Data characteristics:

- Size

- Dimensionality

- Complexity

- Messy

- Secondary sources

o Focus on generalization performance :

- Prediction on new data
- Action in new circumstances
- Complex models needed for good generalization

o Computational considerations :

- Large scale and complex systems



Introduction to Machine Learning

o Designing algorithms that ingest data and learn a model of the data.
o The learned model can be used to

@ Detect patterns/structures/themes/trends etc. in the data

@ Make predictions about future data and make decisions

7 Blue:  Whole Data
wo| Green: Training Set 1
Red:  Predictions on Test Set |

Number of airline passengers

) % W Wm0 0

Ca— I
Month index (Jan 1949 - Dec 1960)

o Modern ML algorithms are heavily “data-driven”.

o Optimize a performance criterion using example data or past
experience.




Types of Machine Learning

o Unsupervised Learning:

- Uncover structure hidden in ‘unlabelled’ data.

- Given network of social interactions, find communities.

- Given shopping habits for people using loyalty cards: find groups of
‘similar’ shoppers.

- Given expression measurements of 1000s of genes for 1000s of
patients, find groups of functionally similar genes.

- Goal: Hypothesis generation, visualization.

o Supervised Learning:

- A database of examples along with ‘labels’ (task-specific).

- Given expression measurements of 1000s of genes for 1000s of
patients along with an indicator of absence or presence of a specific
cancer, predict if the cancer is present for a new patient.

- Given network of social interactions along with their browsing
habits, predict what news might users find interesting.

- Goal: Prediction on new examples.



Types of Machine Learning

o Semi-supervised Learning:

- A database of examples, only a small subset of which are labelled.

o Multi-task Learning:

- A database of examples, each of which has multiple labels
corresponding to different prediction tasks.

o Reinforcement Learning:

- An agent acting in an environment, given rewards for performing
appropriate actions, learns to maximize its reward.



A Typical Supervised Learning Workflow (for Classification)

Supervised Learning: Predicting patterns in the data

Labeled
Training
Data
“dog”
Machine Learning
Algorithm

- “d cg
Faalure
“cat” Extraction I

Note: The feature extraction phase may be part of the
machine learning algerithm itself

(referred to “feature learning” or “representation learning”)
Modern “deep learning” algos do precisely that!

Test || Predicted
Image ql ﬂ Label
“Feature” (cat/dog)

Extraction




pical Unsupervised Learning Workflow (for Clustering)

Unsupervised Learning

Unlabeled
Data

‘Feature”

Extraction I

Note: Unsupervised Learning too can
have (and often has) a “test” phase.
E.g., in this case, given a new cat/dog
image, predict which of the two
clusters it belongs to.

Can do it by assigning the image to the
cluster with closer centroid

. Discovering patterns in the data

Machine Learning
Algorithm

Cluster 2




A Typical Reinforcem

Reinforcement Learning: Learning a "policy” by performing actions and getting
rewards (e.g, robot controls, beating games)

Agent State Sf

hﬂ

QObservation Ot Reward Rt Action At Agent's goal is to learn a policy for some task
e Agent does the following repeatedly

- Senses/observes the environment

- Takes an action based on its current policy
- Receives a reward for that action

- Updates its policy

There IS supervision, not explicit (as in Supervised
Leaming) but rather implicit (feedback based)

Environmental State St

n




Parallel Progress in Statistics & Machine

- Origins of Bayes Theorem
Thomas Bayes and Pierre-Simon
Laplace (~1800)

- Least Squares method: Legendre
(1805)

- Minsky & Edmonds’ neural net
machine (SNARC)

- Arthur Samuels’ Checkers Player,
based on Machine Leaming

- Minsky-Papert showed that
Perceptron can' leam XOR
function (and nonlinear
functions in general). Led to
the so-called “Al Winter

- Rosenblatt's Perceptron algo

- Widrow-Hoff's ADALINE algo

- Automatic Differentiation (later

- K-means clustering d,
Kemeans clustering aigo (Lloyc) rediscovered as Backprop)

- Early origins of Reinforcement

Learning

- Neural nets slumber due to lack of

compute power

- Support Vector Machines (SVM),
Kernel methods, Bayesian methods

- Random Forests, Boosting

- Continued work on neural nets for
images, sequences (CNN, LSTM, etc)

Deep Blue beats Kasparov

“Watson beats Humans in Jeopardy!

- Advances in ML/deep learning resuilt in
breakthroughs in areas like vision, NLP,
'speech, etc.,

- Software frameworks (e.g., Tensorflow,
PyTorch, ease implementing ML algos)

- Drones, self-driving cars, etc.

- Alot of industry/mediia focus, excitement,
and hype

- Focus on Faimess, Accountability, and

1900-1950

Learning (Bellman and others)

19601970 |

1980-1990

Transparency in ML algorithms
—

Road Ahead

?
17501900/ \  1950-1960
/)

| 1970-1980

- Early works on PCA (Peason), Factor
Analysis (Spearman), CCA (by
Hotelling), for exploratory data analysis

- Early works on Discriminant Analysis
methods (Fisher) for classification

- McCulloch-Pitts model of the
artificial neuron (1943)

- Turing predicted that Machine
Leaming is possible (1947)

- Design of the “Turing Test" (1950)

- Multi-layer ADALINE (called
MADALINE)

- Nearest Neighbors algorithm
- Early works on Genetic Algorithms

inspired by natural evolution (John
Holland)

/ 1990-2000

- Fukushima's Neurocognitron

model for visual recognition

- Multi-layer Perceptrons

(can learn nonlinear functions).
Sunny days of Al are back!

- The Backpropagation algorithm
to train deep neural nets

- Decision Trees, D3 (Quinlan)

- NetTalk: Neural nets that can
leamn to pronounce English words

- Modern Reinforcement Learning

2000-2010 ‘/
O

[ A
| 2010-2020 N\
|
—
- Continued focus on classical
statistical and probabilistic models,
connections b/w leaming & cognition

Another
- Areas like vision, NLP, speech Al Winter ?
embrace data-driven ML methods

as opposed to rule-based methods

- ML based algorithm wins
the Netfii Challenge

- Neural nets re-emerged and
rebranded as Deep Learning (Hinton,
Bengio, LeCun, Ng, and others)

thanks to improved training, GPUs




Machine Learning in the real-world

Broadly applicable in many domains (e.g., internet, robotics, healthcare and biology,
computer vision, NLP, databases, computer systems, finance, etc.).

NETFLIY |aMmazon
D YouTube
"

Recommendation systems




Machine Learning helps Natural Language Processing

ML algorithm can learn to translate text

English ~ ¥

Welcome to this
course

Hindi ~ |_[:] *‘)

T DI H JHIHT W
S KOIs mein aaj aka sva agat na

X

\

(even “transliterate™)



Machine Learning meets Speech Processing

ML algorithms can learn to translate speech in real time

NOW YOU'RE SPEAKING MY LANGUAGE (LITERALLY)

HOW SKYPE TRANSLATOR WORKS

h Textto Using and
R«@m" Correction 3 Speech ¥ Teaching

> Translation

English
eans XY,
G 50 excited, oh..” Esparol

4 20 excited

TRANSLATE INSTANT MESSAGES IN L et e
OVER 40 LANGUAGES b e e Trttor i

e i ot om0
e
e

gradual




Machine Learning helps Computer Vision

@ Automatic generation of text captions for images:
A convolutional neural network is trained to interpret images, and its output is
then used by a recurrent neural network trained to generate a text caption.

@ The sequence at the bottom shows the word-by-word focus of the network on
different parts of input image while it generates the caption word-by-word.

Input image Convolutional feature extraction RNN with attention over image Word by word

generation
l* adq-

14x14 feature map

A bird flying over a body of water

™ ST =




Machine Learning helps Recommendation systems

° is a machine-learning system that is based on data
that indicate links between a set of a users (e.g., people) and a set of items (e.g.,
products).

@ A link between a user and a product means that the user has indicated an interest
in the product in some fashion (perhaps by purchasing that item in the past).

@ The machine-learning problem is to suggest other items to a given user that he or
she may also be interested in, based on the data across all users.




Machine Learning helps Chemistry

ML algorithms can understand properties of molecules and learn to synthesize new
molecules!.

Empirical data
disty

VAE: Variational autoencoders
bution

Fraed

GAN: Generative adversarial networks ,{3}‘

Gassian %
Encoder Latent space Decoder noise Generator Syntheticdata  Discriminatar
y) — z —_ () z _— X
RL: Reinforcement learning RNN: Recurrent neural network | Hybrid approaches
Policy gradient with Monte Carlo tree search (MCTS) ME
Incomplete Next Reward Shared  Fidden layers
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(state) (char)  MCsearch sompletion  Metrics W z g

Ynverse molecular design using machine learning: Generative models for matter engineering (Science;~2018)
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Machine Learning helps Image Recognition




Machine Learning helps Many Other Areas...

Biology
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o Emerging Research Areas in Statistics, Data Science & ML:

- All the areas of Machine Learning.

- High-Dimensional Small Sample Size Data.

- Spatio-temporal Data.

- Fairness in ML and Interpretable Deep Learning.
- Collaborative research with other disciplines.

o Statistical Thinking:

- Accepting randomness in formulating models and ideas.

- Realizing and Analyzing dependence of conclusions on assumptions.
- Measuring uncertainty in some ways without forgetting dependence
on assumptions.



Textbook and References

Start with these three books

THE HUNDR
PELINNIE FORECASTING

BOOK PRINCIPLES AND PRACTICE

ACoursein

e sormone [
N
= 3 LEARNING

\ Machine Leaming

Essential Video Lectures for UG & PG Statistics Students:
https://www.ctanujit.org/video-letures.html


https://www.ctanujit.org/video-letures.html




