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Motivation

“Prediction is very difficult, especially if it’s about the future” - Niels Bohr, Father of
Quantum Mechanics.
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Motivation

Predictive modelling approaches are used in the �elds of statistics
and machine learning, mainly for their accuracy and ability to deal
with complex data structures.

In this thesis, we have developed some novel Hybrid Predictive
models motivated by the applied problems from the domain of
Business Analytics, Quality Control, Macroeconomics, and Software
Reliability. More precisely, we have considered the following
prediction problems:

1 Feature Selection cum Classi�cation Problem.
2 Imbalanced Classi�cation Problem.
3 Nonparametric Regression estimation problem.
4 Designing Regression Model Combining Frequentist and Bayesian

Methods.
5 Designing Forecasting Model for Nonstationary and Nonlinear

Time Series data.
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Motivation

Primary motivation of this thesis comes from the real-world data
sets, with a variety of data types, such as business, macroeconomics,
process e�ciency improvement, water quality control, and software
defect prediction.

As a secondary motivation, we emphasis on the development of
hybrid models that are scalable (the size of the data does not pose a
problem), robust (work well in a wide variety of problems), accurate
(achieve higher predictive accuracy), statistically sound (have desired
asymptotic properties), and easily interpretable.

The newly developed hybrid methods are shown to outperform the
current state-of-the-arts and overcome the de�ciencies of the hybrid
models available in the literature.

Both theoretical (asymptotic results) and computational aspects of
the proposed hybrid frameworks are studied.
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Thesis Overview

Chapter 1: Introduction

Chapter 2: Preliminaries

Chapter 3: A Nonparametric Hybrid Model for Pattern Classi�cation

Chapter 4: Hellinger Net : A Hybrid Model for Imbalanced Learning

Chapter 5: A Distribution-free Hybrid Method for Regression Modeling

Chapter 6: Bayesian Neural Tree Models for Nonparametric Regression

Chapter 7: A Hybrid Time Series Model for Macroeconomic Forecasting

Chapter 8: Conclusions and Future Works
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Chapter 1: Introduction
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Popular Prediction Models

Linear Regression
(Galton, 1875).

Linear Discriminant
Analysis (R.A.
Fisher, 1936).

Logistic Regression
(Berkson, JASA,
1944).

k-Nearest Neighbor
(Fix & Hodges,
1951).

Parzens Density
Estimation (E
Parzen, AMS,
1962)

ARIMA Model (Box
and Jenkins, 1970).

Classi�cation and
Regression Tree
(Breiman et al.,
1984).

Arti�cial Neural
Network (Rumelhart
et al., 1985).

MARS (Friedman,
1991, Annals of
Statistics).

SVM (Cortes &
Vapnik, Machine
learning, 1995)

Random forest
(Breiman, 2001).

Deep Convolutional
Neural Nets
(Krizhevsky,
Sutskever, Hinton,
NIPS 2012).

GAN (Goodfellow et
al., NIPS 2014).

Deep Learning
(LeCun, Bengio,
Hinton, Nature
2015).

Bayesian Deep
Neural Network (Y.
Gal, Islam, Zoubin,
ICML 2017).
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Need for Hybridization

Statistical issue: It is often the case that the model space is too large to explore
for limited training data, and that there may be several di�erent models giving
the same accuracy on the training data. The risk of choosing the wrong model
can be reduced by combining two models, like CART and ANN.

Representation issue: In many learning tasks, the true unknown hypothesis could
not be represented by any hypothesis in the hypothesis space. By hybridization, it
may be possible to expand the space of representable functions. Thus the
learning algorithm may be able to form a more accurate approximation to the
true unknown hypothesis.

Computational issue: Many learning algorithms perform some kind of local search
that may get stuck in local optima. Even if there are enough training data, it may
still be challenging to �nd the best hypothesis. By combining two or more
models, the risk of choosing a wrong local minimum can be reduced.
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Ensemble & Hybrid Models

Problem: Single models have
the drawbacks of sticking to
local minimum or over-�tting
the data set, etc.

Ensemble models are such where
predictions of multiple models
are combined together to build
the �nal model.

Examples: Bagging, Boosting,
Stacking and Voting Method

Caution: But ensembles dont
always improve accuracy of the
model but tends to increase the
error of each individual base
classi�er.

Hybrid models are such where
more than one models are
combined together.

It overcomes the limitations of
single models and reduce
individual variance & bias, thus
improve the performance of the
model.

Caution: To build a good
ensemble classi�er the base
classi�er needs to be simple, as
accurate as possible, and distinct
from the other classi�er used.

Desired: Interpretability, Less
Complexity, Less Tuning
Parameters, high accuracy.
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Popular Hybrid Prediction Models

Perceptron Trees
(Utgo�, AAAI, 1988).

Entropy Nets (Sethi,
Proceeding of
IEEE,1990).

Neural trees (Sirat &
Nadal, Network,
1990).

Sparse Perceptron
Trees (Jackson,
Craven, NIPS, 1996).

SVM Tree Model
(Bennett et al., NIPS,
1998)

Hybrid DT-ANN Model
(Jerez-Aragones et al.,
2003, AI in Medicine)

Flexible Neural Tree
(Chen et al.,
Neurocomputing, 2006)

Hybrid DT-SVM Model
(Sugumaran et al,,
Mechanical Systems and
Signal Processing, 2007).

Hybrid CNNSVM
Classi�er (Niu et al., PR,
2012).

Convolutional Neural
Support Vector Machines
(Nagi et al., IEEE ICMLA,
2012).

Hybrid DT model
utilizing local SVM
(Dejan et al., IJPR,
2013).

Neural Decision
Forests (Bulo,
Kontschieder, CVPR,
2014).

Deep Neural Decision
Forests (Kontschieder,
ICCV, 2015).

Soft Decision Tree
(Frosst, Hinton,
Google AI, 2017).

Deep Neural Decision
Trees (Yang et al.,
ICML, 2018).
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Some Drawbacks of the Existing Hybrid Models

Theoretical Robustness: Regardless of the practical use of SDT and neural trees,
theoretical properties like universal consistencies of these hybrid methods are
unknown. Thus, one needs to analyze the data complexity for splitting, which
leads to more accurate classi�cation in the neural trees node.

High-dimensional set-up: Accurate classi�cation of high dimensional feature
space leads to more depth trees, thus achieving less depth neural trees require
more complex computations at each node.

Small Sample Size and Interpretability: The previously used hybrid models
sometimes over-�t for small or moderate sample-sized data sets. In DNDT, each
node in their oblique decision tree involves all features rather than a single
feature, which renders the model uninterpretable.
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Chapter 2: Preliminaries
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Decision Trees

Decision tree is de�ned by a
hierarchy of rules (in form of a
tree).

Rules from the internal nodes of
the tree are called root nodes

Each rule (internal node) tests
the value of some feature.

Labeled training data is used to
construct the Decision tree. The
tree need not to be always a
binary tree.

CART (Breiman et al., 1984),
RF (Breiman, 2001), BART
(Chipman et al., 2010).

CART is a greedy
divide-and-conquer algorithm.

Attributes are selected on the
basis of an impurity function
(e.g., IG for Classi�cation &
MSE for Regression).

Pros: Built-in feature selection
mechanism, Comprehensible,
easy to design, easy to
implement, good for structural
learning.

Cons: Too many rules loose
interpretability, risk of
over-�tting, sticking to local
minima.
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Introduction: Graphical Interpretation

Let X be the space of all possible values ofp features
and C be the set of all possible binary outcomes. We
are given a training sample with n observations
L = f (X1; C1); (X2; C2); :::; (Xn; Cn)g, where
Xi = ( Xi 1; Xi 2; :::; Xip ) 2 X and Ci 2 C.

Also let 
 = f ! 1; ! 2; :::; ! k g be a partition of the
feature spaceX . We denote e
 as one such partition
of 
. De�ne L! i = f (Xi ; Ci ) 2 L : Xi 2 ! i ; Ci 2 Cg
as the subset ofL induced by ! i and let Le
 denote

the partition of L induced by e
.

Now, let us de�ne bL to be the space of all learning
samples andD be the space of all partitioning
classi�cation function, then � : bL ! D such that
�( L) = (  � � )( L), where � maps L to some induced
partition ( L) e
 and  is an assigning rule which maps

(L) e
 to d on the partition e
.

The most basic reasonable assigning rule is the
plurality rule  pl (Le
 ) = d such that if x 2 ! i , then
d(x) = arg max c2 C j Lc;! i j .

For any random variable X and set A, let
� n; X (A) = 1

n

P n
i=1 I (Xi 2 A) be the empirical

probability that X 2 A based onn observations andI
denotes the indicator function.

Fig: Graphical interpretation of tree
structured model.
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Arti�cial Neural Networks

ANN is composed of several
perceptron-like units arranged in
multiple layers.

Consists of an input layer, one
or more hidden layer, and an
output layer.

Nodes in the hidden layers
compute a nonlinear transform
of the inputs.

Universal Approximation
Theorem (Hornik, 1989) : A
one hidden layer FFNN with
su�ciently large number of
hidden nodes can approximate
any function.

Pros: Able to learn any complex
nonlinear mapping or
approximate any continuous
function.

Pros: No prior assumption
about the data distribution or
input-output mapping function.

Cons: When applied to limited
data can over�t the training
data and lose generalization
capability

Cons: Training ANN is
time-consuming and selection of
the network topology lack
theoretical background, often
\trial and error" matter.
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Statistical Learning Theory: Consistency

Statistical learning theory (SLT) studies mathematical foundations for machine
learning models, originated in late 1960s.

Basic concept of Consistency: A learning rule, when presented more and more
training examples ! the optimal solution.

De�nition (Consistency)

Given an in�nite sequence of training points (Xi ; Yi ) i 2 N with � . For each n 2 N, let fn
be a classi�er for the �rst n training points. The learning algorithm is called consistent
with respect to � if the risk R(fn) converges to the riskR(fBayes); that is for all � > 0,

� (R(fn) � R(fBayes) > � ) ! 0 as n ! 1 :

De�nition (Universally Consistency)

The learning algorithm is called universally consistent if it is consistent for all
probability distributions � .
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Statistical Learning Theory in Decision Trees & Neural Networks

Consistency of data driven histogram
methods (Lugosi & Nobel, 1996,
Annals of Statistics).

A Fast, Bottom-Up Decision Tree
Pruning Algorithm with Near-Optimal
Generalization (Kearns, Mansour,
ICML, 1998)

Generalization Bounds for Decision
Trees (Mansour et al., 2000, COLT).

Consistency of Online Random Forest
(Denil et al., 2013, ICML).

Consistency of Random Forest
(Scornet et al., 2015, Ann. Stat.).

Strong Universal Consistency of FFNN
Classi�er (Lugosi & Zeger 1995, IEEE
Information Theory).

Approximation properties of ANN
(Mhaskar, 1993, Advances in
Computational Mathematics).

Prediction Intervals for Arti�cial
Neural Networks (Hwang, Ding, 1997,
JASA)

Provable approximation properties for
DNN (Shaham et al., 2018, Applied &
Computational Harmonic Analysis).

On Deep Learning as a remedy for the
curse of dimensionality (Bauer,
Kohler, 2019, Ann. Stat.).
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Consistency of data-driven histogram methods for density estimation and
classi�cation

Theorem (Lugosi and Nobel, 1996, Annals of Statistics)

Let (X ; Y ) be a random vector taking values inRp � C and L be the set of �rst n outcomes of
(X ; Y ). Suppose that � is a partition and classi�cation scheme such that �( L) = (  pl � � )( L),
where  pl is the plurality rule and � (L) = ( L) ~
 n

for some ~
 n 2 T n, where
Tn = f � (` n) : P(L = ` n) > 0g: Also suppose that all the binary split functions in the question set
associated with � are hyperplane splits. Asn ! 1 , if the following regularity conditions hold:

� (Tn)

n
! 0 (0.1)

log(4 n(Tn))

n
! 0 (0.2)

and for every 
 > 0 and � 2 (0; 1),

inf
S� Rp :� x (S)� 1� �

� x (x : diam( ~
 n[x] \ S) > 
 ) ! 0 (0.3)

with probability 1. then � is risk consistent.

Eqn. (0.2) is the sub-linear growth of the number of cells, Eqn. (0.3) is the sub-exponential
growth of a combinatorial complexity measure, and Eqn. (0.4) is the shrinking cell condition.
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Consistency Results for Neural Network Classi�er

Theorem (Lugosi & Zeger, 1995, IEEE Information Theory)

Consider a neural network with one hidden layer with bounded output weight havingk hidden
neurons and let � be a logistic squasher. LetFn; k be the class of neural networks de�ned as

Fn; k =

(
kX

i =1

ci � (aT
i z + bi ) + c0 : k 2 N; ai 2 Rdm ; bi ; ci 2 R;

kX

i =0

j ci j � � n

)

and let  n be the function that minimizes the empirical L1 error over  n 2 Fn; k . It can be shown
that if k and � n satisfy

k ! 1 ; � n ! 1 ;
k � 2

n log(k� n)

n
! 0

then the classi�cation rule

gn(z) =

(
0; if  n(z) � 1=2:
1; otherwise:

(0.4)

is universally consistent.

For universal convergence, the class over which the minimization is performed has to be de�ned
carefully. Above theorem shows that this may be achieved by neural networks withk nodes, in
which the range of output weights c0; c1; :::; ck is restricted.
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Introduction: Perceptron Trees (AAAI, 1988)

Perceptron trees are composed
of three basic steps:

(a) Converting a DT into rules.
(b) Constructing a two hidden
layered NN from the rules.
(c) Training the MLP using
gradient descent
backpropagation (Rumelhart,
Hinton (1988).

In decision trees, the over�tting
occurs when the size of the tree
is too large compared to the
number of training data.

Instead of using pruning
methods (removing child nodes),
PT employs a backpropagation
NN to give weights to nodes
according to their signi�cance.

Fig: Graphical Representation of Perceptron Trees Model [Paul

Utgo�, 1988, AAAI]
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Introduction: SVM Tree Model (NIPS, 1998)

SVM are generalized to decision
trees. SVM is used for each
decision in the tree.

The \optimal" decision tree is
characterized, and both a primal
and dual space formulation for
constructing the tree are
introduced.

The model results in a simple
decision trees with multivariate
linear or nonlinear decisions.

Consistency results are yet to be
proved and can be extended for
di�erent problems (Interesting
Problem!).

Fig: SVM Formulation for Decision Trees: A logical and

geometric depiction of a decision tree with optimal margins

[Bennett ET AL., 1998, NIPS]
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Introduction: Hybrid DT-ANN Model (AI in Medicine, 2003)

The DT unit leads to the selection of
the most signi�cant prognostic factors
from the patients' database for every
time interval.

The NN system computes an
attributes set from the prognostic
factors selector giving a value
corresponding to the a posteriori
probability of relapse for the patient
under study.

Useful when (a) data present an
important number of attributes with
missing values, (b) the prognostic
factors' signi�cance is not the same
over the time of patient follow-up,
and the utilisation of survival estimate
techniques is not very advisable.

Promising area for Biostatisticians.

Fig: A combined ANN and DT model for prognosis of breast

cancer [Jerez-Aragones et al., 2003, AI in Medicine]
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Introduction: Hybrid DT-SVM Model (MSSP, 2007)

DT is used to identify the best
features from a given set of samples
for the purpose of classi�cation.

Proximal Support Vector Machine
(PSVM) which has the capability to
e�ciently classify the faults are used
for classi�cation task using the DT
identi�ed features.

In general, the approach can be used
for feature selection in any domain.

Simple, interpretable, but lacks
accuracy in some typical problems.

Fig: Feature selection using Decision Tree and classi�cation

through Proximal Support Vector Machine for fault diagnostics of

roller bearing [Sugumaran et al., 2007, Mechanical Systems &

Signal Processing]
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Introduction: DNDF for Image Data Sets (ICCV, 2015)

Fig: Deep neural decision forests [Kontschieder et al., 2015, ICCV]

Description: Deep CNN with variable number of layers, subsumed via parameters� .
FC block: Fully Connected layer used to provide functionsfn(; � ). Each output of fn is
brought in correspondence with a split node in a tree, eventually producing the routing
(split) decisions dn(x) = � (fn(x). The order of the assignments of output units to
decision nodes can be arbitrary (the one we show allows a simple visualization).
The circles at bottom correspond to leaf nodes, holding probability distributions � .
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Chapter 3: A Nonparametric Hybrid Model for
Pattern Classification

Publications:

1. Tanujit Chakraborty, Ashis Kumar Chakraborty, and C. A. Murthy. \A
nonparametric ensemble binary classi�er and its statistical properties", Statistics &
Probability Letters , 149 (2019): 16-23. (Read Online)

2. Tanujit Chakraborty, Swarup Chattopadhyay, and Ashis Kumar Chakraborty. \A
novel hybridization of classi�cation trees and arti�cial neural networks for selection of
students in a business school",Opsearch, 55 (2018): 434-446. (Read Online)
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Motivating Problem

Placement of MBA student is a
serious concern for Private B-Schools.

The data is collected from a private
business school which receives
applications from across the country
for the MBA program and admits a
pre-speci�ed number of students every
year.

Authorities want us to come up with a
model that can help them to predict
whether a student will be placed or
not on certain characteristics of that
students provided at the time of
admission.

Selecting a wrong student may
increase the number of unplaced
students. Also, more the number of
unplaced students more is the negative
impact on the institutes reputation.
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Business School Data

The data set comprises of several parameters of passed out students pro�le
(collected at the time of admission) along with their placement information
(collected at the end of the MBA program).

The data set comprise of several parameters of passed out students' pro�le along
with their placement information (on average 60% students got placed in last 5
years).

The data contains 24 explanatory variables out of which 7 are categorical
variables. The response variable (Placement) indicate whether the student got
placed or not.

Table: Sample business school data set.

ID Gender SSC HSC DEGREE E.Test SSC HSC HSC Placement
Percentage Percentage Percentage Percentile Board Board Stream

1 M 68.4 85.6 72 70 ICSE ISC Commerce Y
2 M 59 62 50 79 CBSE CBSE Commerce Y
3 M 65.9 86 72 66 Others Others Commerce Y
4 F 56 78 62.4 50.8 ICSE ISC Commerce Y
5 F 64 68 61 24.3 Others Others Commerce N
6 F 70 55 62 89 Others Others Science Y
. . . . . . . . . .
. . . . . . . . . .
. . . . . . . . . .
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Scope of the Problem

Goal: We would like to come up with a model that can help the authorities of a
business school to predict whether a student will be placed or not based on
certain characteristics of that student at the time of admission to the professional
course.

Scope: Feature Selection (selection of important students' characteristics) cum
data classi�cation (a system that will give judgements based on the
characteristics of new applicants to their MBA program).

Previous works: Dean's dilemma problem is very popular in Educational data
mining. There are various literature available in the �eld where data mining
techniques like logistic regression, LDA, DT, ANN, kNN, SVM, RF, etc have
been employed to model students' admission, students' placements.

Pena-Ayala A (2014) Educational data mining: A survey and a data
mining-based analysis of recent works. Expert systems with applications,
Elsevier, 41(4):14321462 provides a survey of all the techniques used in similar
problems.
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Development of an Ensemble Model

First, apply classi�cation tree
algorithm to train and build a decision
tree model that extracts important
features.

Feature selection model is generated
by decision tree and it also shortlists
the important features and �lters out
the rest.

The prediction result of CT algorithm
is used as an additional feature in the
input layer of ANN model.

Export important input variables
along with additional input variable to
the appropriate ANN model and
network is generated.

Run ANN algorithm till satisfactory
accuracy is reached by optimizing
weights and number of hidden layer
neurons. Then the classi�er will be
ready to use.

Fig: Flowchart of the Ensemble Model
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But...

What will be the optimal Choice of the number of hidden nodes for
the model? (Trial and Error!)

Theoretical Consistency of the Model? (Statistical Learning Theory!)

Importance of CT output in the second stage of the ensemble model?
(Experimental or Theoretical Justi�cation!)

Experimental Evaluation and comparative study with single and
hybrid ensemble models? (Important!)

Can this model be useful for practitioner working in other disciplines
but on similar types of problems? (Very Important!)
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Improved Version of the Proposed Model

First, apply the CT algorithm to train and build a decision tree and record
important features.

Using important input variables obtained from CT along with an additional input
variable (CT output), a FFNN model (with one hidden layer) is generated.

The optimum number of neurons in the hidden layer of the model to be chosen
as O

� p
n=dm log(n)

�
[to be discussed], wheren; dm are number of training

samples and number of input features in ANN model, respectively.

Figure: Graphical Presentation of the proposed ensemble model
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Merits

Can select important features from the data set;

Suitable for Feature Selection cum Classi�cation Problems with
limited data sets;

Useful for high dimensional feature spaces in the data sets;

Simple and Easily interpretable;

\white-box-like" model, fast in implementation.
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On Theoretical Consistency

A consistent rule guarantees us that taking more samples essentially su�ces to
roughly reconstruct the unknown distribution of (X, Y).

A binary tree-based classi�cation and partitioning scheme � is de�ned as an
assignment rule applied to the limit of a sequence of induced partitions� (i ) (L),
where � (i ) (L) is the partition of the training sample L induced by the partition
(� i � � i � 1 � :::: � � 1)( X ).

We need to show that CT scheme are well de�ned, which will be possible only if
there exists some induced partitionL

0
such that lim i !1 � (i ) (L) = L

0
.

If each cell of L! i has cardinality � kn and kn
log(n)) ! 1 , then CT is said to be

risk consistent.

Theorem (below) along with the consistency results of FFNN model ensures the
universal consistency of the proposed hybrid model.
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On Theoretical Consistency

Lemma (Chakraborty et al., 2019, Statistics & Probability Letters)

If L is a training sample and � (i ) is de�ned as above, then there exists
N 2 N such that for n � N

� (n) (L) = lim
i !1

� (i ) (L)

Theorem (Chakraborty et al., 2019, Statistics & Probability Letters)

Suppose(X ; Y ) be a random vector in Rp � C and L be the training set consisting of
n outcomes of (X ; Y ). Let � be a classi�cation tree scheme such that
�( L) = (  pl � lim i !1 � (i ) )( L) where,  pl is the plurality rule and � (L) = ( L) ~
 n

for

some ~
 n 2 T n, where
Tn = f lim i !1 � (i ) (`n) : P(L = `n) > 0g:

Suppose that all the split function in CT in the question set associated with � are
axis-parallel splits. Finally if for every n andwi 2 ~
 n, the induced subsetLwi has
cardinality � kn, where kn

log(n)) ! 1 and shrinking cell condition holds true, then � is
risk consistent.
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On the choice of Number of Hidden Neurons

Lemma (Chakraborty et al., 2019, Statistics & Probability Letters)

Assume that there is a compact setE � Rdm such that Pr f Z 2 Eg = 1 and the
Fourier transform fP0(w) of P0(z) satis�es

R
Rdm j! jj fP0(! )jd! < 1 then

inf  2 Fn; k E
�

f (Z ;  ) � P0(Z )
� 2

� c
k ; where c is a constant depending on the

distribution.

Proposition (Chakraborty et al., 2019, Statistics & Probability Letters)

For a �xed dm, let  n 2 Fc . The neural network satisfying regularity conditions of
strong universal consistency and if the conditions of the above lemma holds, then the

optimal choice of k is O
� q

n
dm log(n)

�
.

For practical use, if the data set is limited, the recommendation is to use

k =
� q

n
dm log(n)

�
for achieving utmost accuracy of the propose model.
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Importance of CT output in neural net

CT output also plays an important role in further modeling. It actually improves
the performance of the model at a signi�cant rate (can be shown using
experimental results).

We can use one hidden layer in ANN model due to the incorporation of CT
output as an input information in ANN.

CT predicted results provide some direction for the second stage modelling using
ANN.

Tree output estimates are probabilistic estimates, not from a direct mathematical
or parametric model, thus direct correlationship with variables can't be estimated.

It should be noted that one-hidden layer neural networks yield strong universal
consistency and there is little theoretical gain in considering two or more hidden
layered neural networks (Devroye, IEEE IT, 2013).
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Measure of Importance of CT output

To see the importance of CT given classi�cation results as a relevant feature, we
introduce a non-linear measure of correlation between any feature and the actual class
levels, namely C-correlation (Yu and Liu, 2004, JMLR) as follows:

De�nition (C-correlation)

It is the correlation between any feature Fi and the class levels C, denoted bySUFi ;C .
Symmetrical uncertainty (SU) is de�ned as follows:

SU(X ; Y ) = 2
�

H(X ) � H(X jY )

H(X ) + H(Y )

�
(0.5)

where, H(X ) is the entropy of a variable X and H(X jY ) is the entropy of X while Y
is observed.

We can decide a feature to be highly correlated with classC if SUFi ;C > � , where
� is a relevant threshold to be determined by user.

While experimentation, we can check whether CT output can be taken as a
non-redundant feature for further model building.
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Application on Business School Data

Fig: Decision Tree Diagram Fig: Ensemble CT-ANN Model Diagram
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Performance Evaluation

Popularly used performance metric are:

Precision= TP
TP + FP ; Recall= TP

TP + FN ;

F-measure =2 (Precision:Recall)
(Precision+ Recall) ; Accuracy = (TP + TN )

(TP + TN + FP+ FN) ;

TP (True Positive): correct positive prediction; FP (False Positive): incorrect positive
prediction; TN (True Negative): correct negative prediction; FN (False Negative):
incorrect negative prediction.

Table: Quantitative measure of performance for di�erent classi�ers.

Classi�er Precision Recall F-measure Accuracy (%)
LR 0.964 0.794 0.871 77.143

LDA 0.964 0.794 0.871 77.143
kNN 0.800 1.000 0.889 80.000
SVM 0.964 0.771 0.857 75.000
RF 0.823 1.000 0.903 82.857

CART 0.823 1.000 0.903 83.333
ANN 0.928 0.812 0.867 77.142

Neural Trees 0.918 0.894 0.906 85.169
Entropy Nets 0.839 0.928 0.881 80.555

Proposed Ensemble CT-ANN 0.942 0.970 0.956 91.667
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Other Applications: Medical Data Sets

Data Sets: The proposed model is evaluated using six publicly available medical data
sets from Kaggle (https://www.kaggle.com/datasets ) and UCI Machine Learning
repository (https://archive.ics.uci.edu/ml/datasets.html ) dealing with various
diseases. These binary classi�cation data sets have limited number of observations and
high-dimensional feature spaces.

Table: Characteristics of the data sets used in experimental evaluation

Data set Classes Objects Number of Number of Number of
(n) feature (p) (+)ve instances ( � )ve instances

breast cancer 2 286 9 85 201
heart disease 2 270 13 120 150
pima diabetes 2 768 8 500 268

promoter gene sequences 2 106 57 53 53
SPECT heart images 2 267 22 55 212

wisconsin breast cancer 2 699 9 458 241
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Experimental Results

Table: Results (and their standard deviation) of classi�cation algorithms over 6 medical data sets

Classi�ers Data set The number of (reduced) Classi�cation F-measure
features after accuracy

feature selection (%)
CT breast cancer 7 68.26 (6.40) 0.70 (0.07)

heart disease 7 76.50 (4.50) 0.81 (0.03)
pima diabetes 6 71.85 (4.94) 0.74 (0.03)

promoter gene sequences 17 69.43 (2.78) 0.73 (0.01)
SPECT heart images 9 75.70 (1.56) 0.78 (0.00)

wisconsin breast cancer 8 94.20 (2.98) 0.89 (0.01)
ANN (with 1HL) breast cancer 9 61.58 (5.89) 0.64 (0.04)

heart disease 13 73.56 (5.44) 0.79 (0.02)
pima diabetes 8 66.78 (4.58) 0.69 (0.04)

promoter gene sequences 57 61.77 (3.46) 0.65 (0.02)
SPECT heart images 22 79.69 (0.23) 0.81 (0.01)

wisconsin breast cancer 9 94.80 (2.01) 0.96 (0.01)
Entropy Nets breast cancer 7 69.00 (6.25) 0.72 (0.05)

heart disease 7 79.59 (4.78) 0.83 (0.01)
pima diabetes 6 69.50 (4.05) 0.72 (0.02)

promoter gene sequences 17 66.23 (1.98) 0.70 (0.01)
SPECT heart images 9 76.64 (1.70) 0.78 (0.01)

wisconsin breast cancer 8 95.96 (2.18) 0.96 (0.00)
DNDT breast cancer 8 66.12 (7.81) 0.68 (0.08)

heart disease 7 81.05 (3.89) 0.86 (0.02)
pima diabetes 6 69.21 (5.08) 0.72 (0.05)

promoter gene sequences 17 69.06 (1.75) 0.71 (0.01)
SPECT heart images 10 75.50 (0.89) 0.77 (0.00)

wisconsin breast cancer 7 94.25 (2.14) 0.95 (0.00)
Proposed Model breast cancer 7 72.80 (6.54) 0.77 (0.06)

heart disease 7 82.78 (4.78) 0.89 (0.02)
pima diabetes 6 76.10 (4.45) 0.79 (0.04)

promoter gene sequences 17 75.40 (1.50) 0.79 (0.01)
SPECT heart images 9 81.03 (0.56) 0.82 (0.00)

wisconsin breast cancer 8 97.30 (1.05) 0.98 (0.00)
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Simulation Study

Simulated Data Sets : Three popularly used toy data sets (number of samples to be
100) are generated to visualize the decision boundaries of the classi�cation algorithms
used in this chapter. In all the experiments, 60% of the data samples are used for
training, and the rest 40% of the data are for testing. The details of the data
generation process are described with codes here:
https://github.com/scikit-learn/scikit-learn/blob/0fb307bf3/sklearn/
datasets/_samples_generator.py .

Table: Classi�cation accuracy percentage of di�erent classi�ers on three synthetic data sets. Best
results in the Table are madebold.

Classi�ers Moon data Circle data Linearly-separable data
kNN 90 82 90
CT 90 68 93

Linear SVM 90 40 95
ANN 88 60 93

Hybrid CT-ANN 93 90 95
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Simulation Study

A comparison of several classi�ers on synthetic data sets. The plots show training
points in solid colors and testing points semi-transparent. The lower right in each plot

shows the classi�cation accuracy on the test set.
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Conclusions

A novel nonparametric ensemble classi�er is proposed to achieve
higher accuracy in classi�cation performance with very little
computational cost (by working with a subset of input features).

Our proposed feature selection cum classi�cation model is robust in
nature.

Ensemble CT-ANN is shown to be universally consistent and less
time consuming during the actual implementation.

We have also found the optimal value of the number of neurons in
the hidden layer so that the user will have less tuning parameters to
be controlled.

But many Real-world data sets are usually skewed, in that many
cases belong a larger class and fewer cases belong to a smaller yet
usually more exciting class.

In the next chapter, we are going to consider the problem of data
imbalanced in classi�cation framework.
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Chapter 4: Hellinger Net: A Hybrid Model for
Imbalanced Learning

Publications:

1. Tanujit Chakraborty and Ashis Kumar Chakraborty. \Hellinger Net: A Hybrid
Imbalance Learning Model to Improve Software Defect Prediction". IEEE
Transactions on Reliability (2020). (Read Online)

2. Tanujit Chakraborty and Ashis Kumar Chakraborty. \Superensemble Classi�er for
Improving Predictions in Imbalanced Datasets", Communications in Statistics: Case
Studies, Data Analysis and Applications , 6 (2020): 123-141. (Read Online)
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Motivation

Software defect prediction is important to
identify defects in the early phases of
software development life cycle.

This early identi�cation and thereby
removal of software defects is crucial to
yield a cost-e�ective and good quality
software product.

Though, previous studies have successfully
used machine learning techniques for
software defect prediction, these
techniques yield biased results when
applied on imbalanced data sets.

This study proposes an ensemble classi�er,
namely Hellinger Net, for software defect
prediction on imbalanced NASA data sets.
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